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 A B S T R A C T

Overharvesting is a pressing global problem, and spatial management, such as protecting designated areas, is 
one proposed solution. This study examines how connectivity (in terms of dispersal rate) between protected 
and harvested areas affects the asymptotic total population size and the asymptotic yield, which are key 
questions for conservation management and the design of protected areas. We utilise a two-patch model with 
heterogeneous habitat qualities, symmetric dispersal and density-dependent growth functions in both discrete 
and continuous time. One patch is subject to proportional harvesting, while the other one is protected.

Our results show that increased dispersal does not always increase the asymptotic total population size 
or the asymptotic yield. Depending on the circumstances, dispersal enables the protected patch to rescue the 
harvested patch from overexploitation, potentially increasing both total population size and yield. However, 
high levels of dispersal can also lead to a lower total population size or even cause extinction of both patches if 
harvesting pressure is strong. The population in the protected patch needs to have high reproductive potential 
and the protected patch needs to be the effectively larger patch in order to benefit monotonically from 
increased dispersal. These findings provide a fundamental understanding of how dispersal influences dynamics 
in fragmented landscapes under harvesting pressure.
1. Introduction

Human activities are posing severe threats to wildlife species glob-
ally. For example, exploitation is recognised as the primary threat 
to species in marine ecosystems and the second greatest threat to 
those in terrestrial and freshwater ecosystems (IPBES, 2022). Another 
specific terrestrial example is the disruption of ungulate dispersal routes 
caused by human-made barriers, such as roads, railroads, pipelines and 
reservoirs. This disruption has led to significant declines in several 
species across Africa and Central Asia (Bolger et al., 2007).

Establishing marine reserves and terrestrial protected areas is
widely considered a viable strategy for preserving biodiversity effec-
tively and sustainably. For instance, marine reserve models have been 
shown to increase fish biomass and mitigate the cumulative impacts 
of human activities such as harvesting in aquatic environments (Fulton 
et al., 2015). Furthermore, a recent meta-analysis indicates that fish 
biomass is, on average, 670% higher in marine reserves compared 
to unprotected areas (Sala and Giakoumi, 2017). The spillover effect 
from protected areas also boosts catches in adjacent harvested areas, as 
evidenced by data for the lobster Palinurus elephas in the Columbretes 
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Islands marine reserve (Goñi et al., 2010). Similarly, terrestrial exam-
ples highlight the importance of protected areas. For example, hunting 
caused declines in the Garnet mountain lion population in Montana. Af-
ter harvest closures, this population rebounded, enhancing emigration 
and metapopulation growth (Robinson et al., 2014). Additionally, there 
have been notable developments at the political level: the Convention 
on Biological Diversity established the ‘‘30 by 30 target’’ which aims 
to ensure that by 2030, at least 30% of terrestrial, inland water and 
marine and coastal areas are under effective restoration to enhance 
biodiversity (COP15, 2023).

Mathematical modelling is an indispensable tool in wildlife and 
ecosystem management, providing a structured method to explore 
how individual decisions impact broader ecological systems (DeAngelis 
et al., 2021). By investigating various scenarios, models can help 
identify unexpected outcomes that might hinder the achievement of 
conservation and management objectives.

Spatial harvesting models often focus on economic aspects, such 
as maximising yield or profit, when discussing the optimal harvesting 
policy (Pezzey et al., 2000; Neubert, 2003; González-Olivares and 
Huincahue-Arcos, 2011; Moeller and Neubert, 2015). It is also well 
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established that habitat heterogeneity (Lundberg and Jonzén, 1999; 
Pulliam, 1988) and connectivity between habitats (Keeley et al., 2019) 
are crucial factors to consider when aiming to protect biomass and bio-
diversity. Connectivity between habitats can be influenced by various 
measures, such as stepping stones and dispersal corridors, which can be 
modelled in mathematical frameworks through dispersal variation. The 
role of dispersal has been examined in previous research, including a 
focus on age-structured dispersal patterns (Botsford and Hastings, 2006; 
Hastings and Botsford, 1999) or dispersal distance (Lockwood et al., 
2002).

However, the impact of dispersal strength and therefore connectiv-
ity remains unclear. Recent mathematical modelling has focused on the 
effects of increasing dispersal on the asymptotic total population size 
(ATPS) in two-patch models without harvesting (Arditi et al., 2015; Gao 
and Lou, 2022; Wu et al., 2020; Grumbach et al., 2023), showing that 
dispersal can be beneficial or detrimental, depending on its strength. 
Furthermore, experimental results on the impact of increased dispersal 
on the total population size confirm these modelling results: some 
studies report positive effects (e.g., yeast-like fungus Aureobasidium pul-
lulans (Ives et al., 2004), budding yeast Saccharomyces cerevisiae (Zhang 
et al., 2017)), while others report initially positive then negative effects 
(e.g., Escherichia coli (Vortkamp et al., 2022)) or insignificant effects 
(e.g., Drosophila melanogaster (Dey et al., 2014)).

This leads to our research question: How do total population size 
and yield respond to increasing connectivity in a two-patch framework, 
where one patch is protected and the other one is harvested? We 
show that there are a total of five qualitative response scenarios of 
the asymptotic total population size to increasing dispersal. Addition-
ally, the asymptotic yield responds with three different qualitative 
behaviours to increasing dispersal. We investigate how these responses 
are influenced by the heterogeneity of the patches, examining whether 
larger or smaller, and faster- or slower-growing protected patches yield 
different outcomes. Increasing harvest pressure alters the conditions for 
these responses to increased dispersal. Proportional harvesting results 
in the harvested patch being effectively smaller (reduced effective 
capacity) and exhibiting lower productivity (reduced effective growth 
rate). Overharvesting can cause a patch, when considered in isolation, 
to become non-persistent, turning it into a sink. Thus, when the larger 
patch is harvested, it becomes effectively the smaller patch, and with 
more intense harvesting, the initially larger patch transforms into an 
effective sink patch. Correspondingly, initial source–source dynamics 
in the absence of harvesting transforms into effective source–sink dy-
namics in the presence of sufficiently strong harvesting. Additionally, 
we interpret how increasing harvest pressure changes the parameter 
domains of the qualitatively different responses of the total population 
size and the yield to increasing dispersal.

2. Methods

In this Section, model equations for a two-patch model with density-
dependent growth and proportional harvesting in both discrete and 
continuous time are presented. Secondly, we introduce effective param-
eters derived from proportional harvesting in a single population.

2.1. Model equations

The general structure of the system is described in Fig.  1. We 
consider two subpopulation sizes denoted 𝑁A and 𝑁B, which are linked 
by symmetric dispersal, which means that the dispersal intensity is 
identical in both directions. Each subpopulation follows an associated 
growth function characterised by intrinsic growth and carrying ca-
pacity (or intraspecific competition) parameters, exhibiting negative 
density dependence. Specifically, continuous-time logistic growth and 
its discrete-time counterpart, Beverton–Holt dynamics, are utilised. 
Additionally, one subpopulation is subject to proportional harvesting. 
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Fig. 1. Two-patch model: the subpopulations 𝑁A and 𝑁B reproduce with growth 
functions 𝑓A(𝑁A) and 𝑓B(𝑁B), respectively. Individuals can move between the patches 
with symmetric dispersal (𝛿). Patch A is subject to proportional harvesting (ℎA), while 
patch B is protected.

Without loss of generality, we choose patch A to be the harvested patch 
and patch B to be the protected patch.

Discrete-time models are commonly used for populations with sea-
sonal reproduction and the dynamics follow a chronological order. 
Here, the species reproduces and is harvested before dispersal occurs: 
𝑁Ad

(𝑡 + 1) = (1 − 𝛿d)(1 − ℎAd
)𝑓A𝑑

+ 𝛿d𝑓Bd
,

𝑁Bd
(𝑡 + 1) = (1 − 𝛿d)𝑓Bd

+ 𝛿d(1 − ℎAd
)𝑓Ad

.
(1)

The subpopulations 𝑁𝑖d (𝑡) at time step 𝑡 ∈ N disperse with discrete-
time dispersal proportion 𝛿d ∈ [0, 0.5] and reproduce with separate 
growth functions 𝑓𝑖d  in patches 𝑖 =A,B (the subscript ‘‘𝑖’’ will henceforth 
denote patches A and B). Patch A is subject to proportional harvest with 
proportion ℎAd

∈ [0, 1]. We have used the subscript ‘‘d’’ to signify the 
discrete-time setting and the notation 𝑓𝑖d ∶= 𝑓𝑖d (𝑁𝑖d (𝑡)) to simplify the 
exposition. The yield reads 𝑌d(𝑡 + 1) = ℎAd

𝑓Ad
.

The continuous-time model reads 
𝑑𝑁Ac

𝑑𝑡
= 𝑓Ac

+ 𝛿c(𝑁Bc
−𝑁Ac

) − ℎAc
𝑁Ac

,

𝑑𝑁Bc

𝑑𝑡
= 𝑓Bc

+ 𝛿c(𝑁Ac
−𝑁Bc

),
(2)

with subpopulation sizes 𝑁𝑖c  at time 𝑡 ∈ R+. A consistent notation is 
used, where all continuous-time variables and parameters are identified 
by the subscript ‘‘c’’, distinguishing them from their discrete-time coun-
terparts, with the dispersal rate 𝛿c ≥ 0 and the harvest rate ℎc ≥ 0. The 
yield reads 𝑌c(𝑡) = ℎAc

𝑁Ac
(𝑡). Whenever parameters or variables are not 

explicitly labelled with ‘‘c’’ or ‘‘d’’, the statement applies to both time 
frameworks.

Dispersal is limited within the range of isolation (𝛿 = 0) to perfect 
mixing (the number of individuals in patches A and B is balanced). In 
discrete time, perfect mixing is reached when the dispersal proportion 
equals 𝛿d = 0.5, while in continuous time 𝛿c → ∞ leads to a perfectly 
mixed total population.

Each subpopulation reproduces independently. In the discrete-time 
model, we employ the Beverton–Holt dynamics 

𝑓d(𝑁d) =
𝑟d𝑁d

1 + ( 𝑟d−1𝐾d
)𝑁d

. (3)

In the continuous-time model, the logistic growth function is used 

𝑓c(𝑁c) = 𝑟c𝑁c

(

1 −
𝑁c
𝐾c

)

. (4)

In both growth functions, 𝑟 represents the intrinsic growth rate and 𝐾
denotes the carrying capacity.

All parameters are positive. In the absence of harvest, both patches 
act as sources, approaching their carrying capacity in isolation. This im-
plies that in both patches the intrinsic growth rate is 𝑟d > 1 in discrete 
time and 𝑟c > 0 in continuous time. Both growth functions encapsulate 
intraspecific competition, quantified by 𝑐d = 𝑟d−1

𝐾d
 in discrete time and 

𝑐 = 𝑟c  in continuous time.
c 𝐾c
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Fig. 2. Three qualitatively different scenarios resulting from proportional harvesting in (a) the discrete-time model with Beverton–Holt growth and (b) the continuous-time model 
with logistic growth: no harvesting (blue), sustainable harvesting, i.e., effective source dynamics (solid red), and overharvesting, i.e., effective sink dynamics (dashed red). The 
filled circles mark positive equilibria. The grey dashed line indicates the stationarity condition in each time framework.
2.2. Proportional harvesting in a single population

This recap of proportional harvesting in a single population intro-
duces effective parameters that incorporate the impact of harvesting 
into the growth functions. These parameters simplify the model equa-
tions and readily show whether these are effective source–source or 
source–sink dynamics.

In discrete time, the population size of a single population that is 
subject to proportional harvesting follows 

𝑁𝑡+1d = (1 − ℎd)
𝑟d𝑁𝑡d

1 + 𝑟d−1
𝐾d

𝑁𝑡d

∶= 𝐹d(𝑁𝑡d ). (5)

We can rewrite 𝐹d(𝑁𝑡d ) by including the harvesting parameter into the 
growth function and identify an effective growth rate and an effective 
carrying capacity:

𝑟̃d = (1 − ℎd)𝑟d,

𝐾̃d = 𝐾d

(

1 −
𝑟d

𝑟d − 1
ℎd

)

.

Then Eq. (5) can be written as 𝑁𝑡+1d = 𝑓d(𝑁d) where 𝑓d(𝑁d) =
𝑟d𝑁d

1 + 𝑟̃d−1
𝐾̃d

𝑁d

 is the effective growth function. The asymptotic population 

size reads

𝑁∗
d =

{

𝐾̃d if ℎd < ℎ2d ,
0 else,

where ℎ2d = 1− 1
𝑟d
 represents the critical harvesting threshold. Sustain-

able harvesting (ℎd < ℎ2d ) leads to the asymptotic yield 𝑌 ∗
d (ℎd) = ℎd𝐾̃d. 

Overharvesting (ℎd > ℎ2d ) leads to population extinction and zero yield; 
additionally, the effective growth rate becomes less than one and the 
effective carrying capacity becomes negative.

We adopt the same procedure to find effective parameters in con-
tinuous time. The differential equation for a single population with 
proportional harvesting is 
𝑑𝑁c
𝑑𝑡

= 𝑟c𝑁c

(

1 −
𝑁c
𝐾c

)

− ℎc𝑁c ∶= 𝐹c(𝑁c). (6)

The effective parameters read

𝑟̃c = 𝑟c − ℎc,

𝐾̃c = 𝐾c

(

1 −
ℎc
𝑟c

)

.
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Then Eq. (6) can be written as 𝑑𝑁c
𝑑𝑡 = 𝑓c(𝑁d) where 𝑓c(𝑁c) =

𝑟c𝑁c

(

1 − 𝑁c
𝐾̃c

)

 is the effective growth function. The asymptotic pop-
ulation size reads

𝑁∗
c =

{

𝐾̃c if ℎc < ℎ2c ,
0 else,

where ℎ2c = 𝑟c represents the critical harvesting rate. When harvesting 
sustainably (ℎc < ℎ2c ) the asymptotic yield reads 𝑌 ∗

c (ℎc) = ℎc𝐾̃c and 
zero otherwise. In contrast to the discrete-time model, the effective 
growth rate and the effective carrying capacity become negative when 
overharvested.

In both time frameworks, intraspecific competition remains unin-
fluenced by harvesting as harvest terms cancel each other 𝑐d = 𝑟̃d−1

𝐾̃d
=

𝑟d−1
𝐾d

= 𝑐d in discrete time and 𝑐c = 𝑟c
𝐾̃c

= 𝑟c
𝐾c

= 𝑐c in continuous time.
Fig.  2 illustrates 𝑓 (𝑁) for three scenarios: no harvesting (blue), 

sustainable harvesting (solid red), and overharvesting (dashed red). 
The effective growth rates can be derived from the slope in the origin 
and the effective carrying capacity from the intersection with the grey 
dashed line.

In the two-patch model, if one patch is harvested such that the pop-
ulation would persist in isolation, this case is termed effective source–
source dynamics. Conversely, when one patch is overharvested to the 
extent that it would become extinct if isolated, it is referred to as
effective source–sink dynamics.

3. Asymptotic total population size

In this Section, we analyse the qualitative behaviour of the ATPS 
in response to increasing dispersal when harvesting one patch. The 
asymptotic subpopulation sizes are denoted as 𝑁∗

A and 𝑁∗
B. We will 

compare the asymptotic total population size ATPS = 𝑁∗
A+𝑁

∗
B when the 

patches are connected to the ATPS when the patches are in isolation. 
The latter reference value is denoted as ATPS0.

In the effective source–source scenario (i.e., 𝑟𝑖d > 1, 𝑟𝑖c > 0), in the 
absence of dispersal, the equilibrium is given by ATPS0 = 𝐾̃A + 𝐾B
for all initial conditions. When connected, a globally stable and unique 
fixed point emerges within a dispersal range from isolation to perfect 
mixing (proven by Grumbach et al. (2023) in discrete time and by Holt 
(1985) in continuous time).

Now, let us consider the source–sink scenario where patch A goes 
extinct in isolation (i.e., 𝑟̃Ad

< 1, 𝑟̃Ac
< 0) while patch B remains a 

source (i.e., ̃𝑟Bd
> 1, 𝑟̃Bc

> 0). Without dispersal, the equilibrium is given 
by ATPS = 𝐾  for all initial conditions. When connected, a unique 
0 B
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Fig. 3. Sketch of each response scenario of the asymptotic total population size (ATPS) to dispersal in discrete and continuous time. The solid line represents the ATPS when 
dispersal varies from isolation to perfect mixing. The dashed grey line shows the reference value of the ATPS0. There are three key dispersal values: 𝛿max leading to maximum 
ATPS, the threshold 𝛿† at which dispersal impact turns from beneficial to detrimental, and the critical dispersal value 𝛿crit where the ATPS equals zero. The five response scenarios 
can be classified into three categories ‘‘The more connectivity the better’’, ‘‘Medium connectivity is best’’ and ‘‘Keep the patches isolated’’.
positive equilibrium is approached or the ATPS is doomed to extinction. 
In continuous time,

• the positive equilibrium is approached by all nonzero initial 
conditions if |𝑟Ac

| ≤ 𝑟Bc
 or if |𝑟̃Ac

| > 𝑟Bc
 with 𝛿c < 𝛿critc  (for 

definition of 𝛿critc  see Appendix  B).
• All initial conditions will lead to extinction if |𝑟̃Ac

| > 𝑟Bc
 with 

𝛿c ≥ 𝛿critc .

In discrete time,

• the positive equilibrium is approached by all nonzero initial 
conditions if 2 < 𝑟̃Ad

+ 𝑟Bd
 or if 2 ≥ 𝑟Ad

+ 𝑟Bd
 with 𝛿d < 𝛿critd

(for definition of 𝛿critd  see Appendix  A).
• All initial conditions will lead to extinction if 2 ≥ 𝑟Ad

+ 𝑟Bd
 with 

𝛿d ≥ 𝛿critd .

We identify a total of five distinct response scenarios of the ATPS to 
increasing dispersal that arise in both discrete-time and continuous-
time frameworks. Here, we will provide a concise overview of these 
response scenarios; detailed information and proofs can be found in 
Appendix  A (discrete time) and Appendix  B (continuous time). We will 
describe the impact of dispersal on the ATPS as beneficial if the ATPS 
exceeds the reference value ATPS0 or detrimental if it falls below.

MB Monotonically beneficial (see Fig.  3(a)): The effect of dispersal is 
always beneficial, and the ATPS increases monotonically with 
increasing dispersal.

UB Unimodally beneficial (see Fig.  3(b)): The effect of dispersal is 
beneficial for all dispersal intensities, with the ATPS increasing 
until it reaches a global maximum; beyond that point, the ATPS 
begins to decrease.

BTD Beneficial turning detrimental (see Fig.  3(c)): The ATPS is positive 
for all dispersal intensities. Low dispersal intensity has a benefi-
cial effect, but once a certain threshold is exceeded, the ATPS falls 
below the reference value, turning the effect detrimental.

MD Monotonically detrimental (see Fig.  3(d)): The ATPS is positive for 
all dispersal intensities. The effect of dispersal is always detri-
mental and the ATPS decreases monotonically with increasing 
dispersal.

E Extinction (see Fig.  3(e)): The ATPS decreases monotonically as 
dispersal increases and drops to zero at a certain dispersal thresh-
old.

As can be seen in Fig.  3, we classified the response scenarios into 
three key statement about connectivity: ‘‘The more connectivity the 
better’’, ‘‘Medium connectivity is best’’ and ‘‘Keep the patches isolated’’. 
In the following, we present parameter conditions for the qualitatively 
different response scenarios, delineate their parameter domains and 
provide a mechanistic interpretation in different parameter scenarios.
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3.1. Harvesting the small patch

We assume the smaller patch A is subject to proportional harvesting, 
while the larger patch B is designated as the protected patch.

3.1.1. Effective source–sink dynamics
Here, we determine the conditions for the five response scenarios 

through a graphical analysis applicable to both discrete- and continuous-
time frameworks. In the effective source–sink scenario, the harvested 
patch A goes extinct 𝑁∗

A = 0 and the protected patch B approaches its 
carrying capacity 𝑁∗

B = 𝐾B > 0 in isolation. Therefore, the reference 
value becomes ATPS0 = 𝐾B.

The five response scenarios can be distinguished using four criteria 
(C1–C4) outlined in Table  1. The table provides precise conditions for 
each criterion and associates them with specific response scenarios, 
applicable to both continuous- and discrete-time models. The origin of 
these conditions will be explained in detail in the following graphical 
analysis.

Graphical analysis. This graphical approach explains the origin of the 
parameter conditions of each response scenario from Table  1. Consider 
local growth in each patch in the discrete-time setting in Fig.  4(a) and 
in the continuous-time setting in Fig.  4(b). In discrete time, growth is 
defined by subtracting the population size in the next iteration step 
from the current population size
𝐺d(𝑁) = 𝑓d(𝑁d) −𝑁d,

while in continuous time growth is simply given by
𝐺c(𝑁c) = 𝑓c(𝑁c).

In patch A, we utilise the effective growth function 𝑓A(𝑁A) to incorpo-
rate the impact of harvesting. We express the discrete-time model (1) 
and continuous-time model (2) using the total population size: 
𝑁A𝑡+1,d

+𝑁B𝑡+1,d
= 𝑓Ad

+ 𝑓Bd
,

𝑑
𝑑𝑡

(𝑁Ac
+𝑁Bc

) = 𝑓Ac
+ 𝑓Bc

,
(7)

and the difference in population sizes between the patches: 
𝑁B𝑡+1,d

−𝑁A𝑡+1,d
= (1 − 2𝛿d)(𝑓Bd

− 𝑓Ad
),

𝑑
𝑑𝑡

(𝑁Bc
−𝑁Ac

) = (𝑓Bc
− 𝑓Ac

) + 2𝛿c(𝑁Ac
−𝑁Bc

).
(8)

 where we have used the notation𝑓𝑖 ∶= 𝑓𝑖(𝑁𝑖) to simplify the exposition. 
At equilibrium, Eq. (7) in both discrete and continuous time leads to 
𝐺A(𝑁∗

A) + 𝐺B(𝑁∗
B) = 0, (9)

for equilibrium values 𝑁∗
A and 𝑁∗

B assuming 𝑁∗
A ≠ 𝑁∗

B. Eqs. (8) leads 
to 
𝐺B(𝑁∗

B) − 𝐺A(𝑁∗
A)

𝑁∗ −𝑁∗ =

{ 2𝛿d
1−2𝛿d

 in discrete time, and
(10)
B A 2𝛿c  in continuous time.
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Table 1
Parameter conditions for the five response scenarios within an (effective) source–sink environment derived from the graphical analysis. These conditions apply to both the 
discrete-time model with Beverton–Holt growth and the continuous-time model with logistic growth, except that the monotonically detrimental response scenario does not occur 
in continuous time. The criteria are based on the growth of each patch 𝐺A(𝑁A) and 𝐺B(𝑁B) and the asymptotic population size of both patches when perfectly mixed 𝑁∗

𝑃 . Further 
explanation is provided in the text. 

 

Fig. 4. The growth functions of patches A (red) and B (blue) using (a) the Beverton–Holt function in discrete time and (b) the logistic growth function in continuous time in 
the monotonically beneficial response scenario. Infinitely many equilibrium pairs (𝑁∗

A, 𝑁∗
B) can be found by connecting two points on the bold segments of each patch, e.g. those 

connected by the black arrows. Two equilibrium conditions must be satisfied: (1) same vertical axis distance for 𝐺A and 𝐺B, and (2) connecting arrows with slope 2𝛿d
1−2𝛿d

 in discrete 
time and 2𝛿c in continuous time. The vertical arrow indicates perfect mixing (where 𝑁∗

A = 𝑁∗
B ∶= 𝑁∗

P ) found at the intersection of 𝐺B and −𝐺A. The intersections of the connecting 
arrows with the horizontal axis denote half of the ATPS for that particular pair. The parameter values for (a) are 𝑟Ad

= 2, 𝑟B𝑑
= 26 𝐾Ad

= 40, 𝐾Bd
= 60, ℎd = 0.55 and for (b) 𝑟A𝑐

= 2, 
𝑟B𝑐

= 11 𝐾A𝑐
= 40, 𝐾B𝑐

= 60, ℎc = 2.1. Both scenarios correspond to the monotonically beneficial response scenario.
There are infinitely many pairs of populations sizes 𝑁∗
A and 𝑁∗

B for 
which Eq. (9) and (10) hold, e.g. those connected by the black arrows 
in Fig.  4. The first equilibrium condition Eq. (9) means that the total 
population size remains constant when the growth of patch B com-
pensates the decline in patch A, so whenever the vertical distances to 
the horizontal axis of 𝐺A and 𝐺B are equal. The second equilibrium 
condition Eq. (8) imposes the slope of the arrow connecting the two 
equilibrial points (𝑁∗

A, 𝐺A(𝑁∗
A)) and (𝑁∗

B, 𝐺B(𝑁∗
B)) to the given values 

of Eq. (10).
Using this graphical approach, we can derive the following insights.

• When isolated (𝛿 = 0), the population in patch A goes extinct 
(𝑁∗ = 0) while patch B’s population approaches its carrying 
A
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capacity (𝑁∗
B = 𝐾B). The slope of the line connecting the pair 

(0, 0) and (𝐾B, 0) equals zero as shown in Eq. (10).
• When perfectly mixed (𝛿d = 0.5, 𝛿c → ∞), the population sizes 
in patches A and B equalise (𝑁∗

A = 𝑁∗
B ∶= 𝑁∗

P ). The equilibrium 
population sizes can be determined where the growth functions 
𝐺B and −𝐺A intersect. The connecting vertical has an infinite 
slope, as shown in Eq. (10).

Combining these two scenarios and considering dispersal ranging from 
zero to perfect mixing, all possible equilibrium population pairs must 
lie on the thickly marked parts of their growth functions. This consti-
tutes a graphical procedure to find the equilibrium population sizes in 
the two patches: find a pair of points where 𝐺B(𝑁B) = −𝐺A(𝑁A) and 
connect them by a line with the slope associated with dispersal.
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Now, we can derive the four criteria introduced in Table  1.

C1 Positive equilibrium exists at perfect mixing. A positive ATPS 
equilibrium at perfect mixing (i.e., 𝑁∗

P > 0) exists if and only 
if there is an intersection between −𝐺A and 𝐺B in the positive 
quadrant. This intersection occurs when the slope of −𝐺A (red 
dotted line) is less steep than the slope of 𝐺B (blue solid line) in 
the origin, i.e., |𝐺′

A(0)| < |𝐺′
B(0)|. If this condition is not met, both 

populations will go extinct at perfect mixing because there will be 
no intersection except in the origin where −𝐺A = 𝐺B.

The arrow connecting an equilibrium pair intersects the horizontal axis, 
and the 𝑁 value at this intersection represents half of the ATPS for that 
significant pair. When this value exceeds half of the reference value 
𝐾B∕2, the effect of dispersal on the ATPS is beneficial. In contrast, if 
the value is less than 𝐾B∕2, the impact of dispersal is detrimental.

C2 Beneficial at perfect mixing. Half of the ATPS at perfect mixing 
is represented by 𝑁∗

P . If 𝑁∗
P  exceeds 𝐾B∕2, the ATPS exceeds 

the reference value, indicating a beneficial effect. Otherwise, the 
effect on the ATPS is detrimental at perfect mixing.

C3 Positive slope at perfect mixing. An equilibrium pair with 
dispersal close to perfect mixing leads to a smaller ATPS than 
dispersal at perfect mixing. Fig.  4(a) shows a slope triangle from 
𝑁∗

P  (at perfect mixing) to an equilibrium pair close to perfect 
mixing. The associated arrow intersects the horizontal axis to the 
left of 𝑁∗

P  indicating a smaller ATPS close to perfect mixing. The 
vertical component 𝑦 of the slope triangle must be equal for both 
patches (see Eq. (9)). Therefore, increasing the slope at 𝐺𝑖(𝑁∗

P )
decreases the associated horizontal component 𝑥𝑖. If 𝑥A > 𝑥B, the 
intersection of an equilibrium pair close to perfect mixing occurs 
to the left of 𝑁∗

P , implying that the ATPS increases locally when 
|𝐺′

A(𝑁
∗
P )| < |𝐺′

B(𝑁
∗
P )|.

C4 Positive slope at zero dispersal. See Fig.  4(b), if the slope of 
𝐺A in the origin is smaller than the slope of 𝐺B at 𝐾B, then the 
intersection is positioned to the right of 𝐾B∕2. In other words, 
if |𝐺′

A(0)| < |𝐺′
B(𝐾B)|, then the ATPS increases when dispersal is 

introduced into an isolated system.

Using these four criteria, we can identify the five different response 
scenarios as introduced in Table  1.

Comparison of discrete and continuous time. This graphical ap-
proach has been applied analogously in both discrete- and continuous-
time frameworks. When calculating the exact parameter conditions for 
each time setting, we find that there is no MD response scenario in the 
continuous-time source–sink model.

The boundaries of the MD response scenario are determined by 
criteria C1 and C4:

• In discrete time, C1 ensures that the ATPS remains persistent for 
all dispersal values 𝛿d ∈ [0, 0.5] if 2 ≤ 𝑟Ad

+ 𝑟Bd
. C4 states that 

if 1 > 𝑟Ad
𝑟Bd

 the ATPS response is detrimental when dispersal is 
introduced to an isolated system. Thus, the MD scenario is defined 
by the condition 2 − 𝑟Bd

≤ 𝑟̃Ad
< 1∕𝑟Bd

.
• In continuous time, C1 ensures that the ATPS remains persistent 
for all dispersal values 𝛿d > 0 if |𝑟Ac

| < |𝑟Bc
|. C4 states for 

the exact same condition |𝑟Ac
| < |𝑟Bc

| that the ATPS response 
is detrimental when introducing dispersal to an isolated system. 
Consequently, if the effect of dispersal is detrimental when in-
troducing dispersal the ATPS will go extinct at perfect mixing. 
Thus, the monotonic detrimental response scenario does not exist 
in continuous time.

This discrepancy arises from the shape of the logistic growth function, 
which forms a symmetric parabola due to its linear density dependence 
(see Fig.  4(b)). This symmetry implies that the slope of the growth 
function has the same absolute value at the origin and at its carrying 
capacity in the source patch leading to equal conditions from C1 and 
C4.
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3.1.2. Effective source–source dynamics
If harvesting in patch A does not surpass the critical harvest thresh-

old, above which the population faces extinction, we can consider an 
effective source–source scenario. In contrast to Pulliam (1988), we do 
not define a source as a net exporter, but in such a way that both 
source patches persist in isolation approaching the reference value 
ATPS = 𝐾̃A + 𝐾B. The two-patch model characterised by source–
source dynamics was extensively analysed by Grumbach et al. (2023). 
We expand on their categorisation of response scenarios to include 
harvesting effects.

Within the effective source–source scenario, there are the same 
response scenarios as in the effective source–sink scenario, except for 
the extinction scenario. Table  2 provides a synthesis of the parame-
ter conditions, encompassing both continuous-time and discrete-time 
models. The parameter conditions are delineated in terms of (effective) 
intrinsic growth rates, (effective) carrying capacities and intraspecific 
competition coefficients, the latter being ratios of the former two 
parameters.

3.1.3. Parameter domains of response scenarios
Fig.  5 shows the parameter domains of the response scenarios when 

varying the intensity of the harvest ℎA in the smaller patch A to 
investigate the impact of increasing the harvest. We also vary the 
intrinsic growth rate 𝑟B of the larger patch B, so that all response 
scenarios are represented. All other parameters remain constant. Fig. 
5(a) and (b) can be divided into two parts: As long as the harvesting 
intensity is below patch A’s critical harvest value ℎ2 (left to the dashed 
vertical line), the system remains in an effective source–source scenario 
and to the right, the system can be classified as an effective source–sink 
scenario.

Within the effective source–source scenario (ℎ ∈ [0, ℎ2]), the pa-
rameter conditions are outlined in Table  2. We can observe the three 
boundaries shifting as harvesting increases:

• The MD response scenario emerges as long as 𝑟A ≤ 𝑟B. At zero 
harvesting, this boundary occurs at 𝑟̃A = 𝑟B = 2. Harvesting 
linearly reduces the intrinsic growth rate to 𝑟A = (1 − ℎA)𝑟A. 
Consequently, the boundary between response scenarios MD and 
BTD decreases linearly with increasing harvest intensity. This 
linear decrease continues until the critical harvest value (ℎ2) 
is reached. Then, the effective intrinsic growth rate equals the 
𝑟-bifurcation point of patch A (𝑟Ad

= 1, 𝑟̃Ac
= 0).

• The boundary between the BTD and UB response scenarios de-
pends solely on the values of intraspecific competition which 
remain unchanged under harvesting. Thus, there is no boundary 
shift due to harvesting in the source–source scenario as depicted 
as a constant line in Fig.  5.

• The boundary separating the response scenarios MB and UB is 
defined by the threshold value 𝜅̃. When 𝜅̃𝑐A < 𝑐B, we are 
in the MB response scenario. However, as 𝑟A decreases due to 
harvesting, 𝜅̃ increases, causing the boundary to shift in favour 
of the UB response scenario (refer to Table  2 for the parameter 
conditions and exact 𝜅̃ definition).

The effective source–source scenarios appear qualitatively similar in the 
discrete-time and continuous-time settings. The boundary between the 
MB and UB response scenarios differs due to the distinct formulations 
of 𝜅̃ and intraspecific competition formulation.

If the harvest value exceeds the critical harvest value of patch A 
(ℎ > ℎ2), there is an effective source–sink environment with parameter 
conditions outlined in Table  1. Recall that the reference value is now 
equal to the carrying capacity of patch B exclusively. Whenever the 
ATPS exceeds the carrying capacity (that is, beneficial effect), a rescue 
effect occurs from protected patch B to harvested patch A. As harvesting 
increases and the intrinsic growth rate in the larger patch B decreases, 
the response scenarios transition stepwise from MB to E (excluding MD 
in the continuous-time setting).
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Table 2
Parameter conditions for the four response scenarios within an (effective) source–source scenario. The threshold value of 𝜅̃ > 1 delineates the degree to which intraspecific 
competition in patch B must exceed that of patch A to prompt the monotonically beneficial response scenario. In discrete time the threshold is denoted as 𝜅̃d =

𝑟B +
√

𝑟A𝑟B − 2

𝑟A +
√

𝑟̃A𝑟B − 2

and in continuous time as 𝜅̃c =
𝑟Ac

+ 3𝑟Bc

𝑟Bc
+ 3𝑟Ac

.

 

Fig. 5. Harvesting the small patch: the parameter domains for the five response scenarios in (a) discrete time and (b) continuous time. The response scenarios are MB (monotonically 
beneficial), UB (unimodally beneficial), BTD (beneficial turning detrimental), MD (monotonically detrimental) and E (extinction). The parameter conditions of the response scenarios 
in the source–source scenario (ℎ ∈ [0, ℎ2]) are defined in Table  2 and in the source–sink scenario (ℎ > ℎ2) are defined by criteria C1–C4 in Table  1. The parameter values are 
𝑟A = 2, 𝐾A = 40, 𝐾B = 60.
In discrete time, total population extinction occurs under perfect 
mixing when the combined intrinsic growth rates of both patches do 
not exceed the threshold of 2 ≤ 𝑟Ad

+ 𝑟Bd
. The bifurcation value of the 

intrinsic growth rate, leading to extinction, is 1; therefore, both patches 
must achieve a combined growth rate of at least 2. Since 𝑟Ad

 is limited 
to the range [0, 1) due to harvesting, the protected patch B must be 
sufficiently strong to compensate and exceed the threshold.

In continuous time, the bifurcation value of the intrinsic growth is 
zero. Therefore, extinction at perfect mixing arises whenever the sink 
is stronger than the source: |𝑟Ac

| < |𝑟Bc
|.

3.2. Harvesting the large patch

In this Section, we investigate the scenario where the harvested 
patch A is the one with the larger carrying capacity and the smaller 
patch B is protected.

Fig.  6 shows the parameter domains for this case. Similar to Fig. 
5, we vary the intrinsic growth rate of the protected patch B and the 
harvest intensity in patch A. We find similar parameter domains in the 
effective source–sink region but distinct characteristics emerge in the 
effective source–source scenario, particularly for low harvesting values.

Fig.  6 can be divided into three ranges of harvesting values:

• Harvesting the effectively larger patch, that is, ℎ ∈ [0, ℎ1]: the 
effective carrying capacity of the initially larger patch A is di-
minished by harvesting, reaching a point where it becomes first 
equal to and then less than the carrying capacity of the protected 
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patch B. This critical juncture is denoted in the figure by ℎ1, 
where 𝐾Bd

= 𝐾̃Ad
. To the left of this threshold, patch A remains 

effectively the larger patch. As introduced in Table  2, the math-
ematical analysis of the effective source–source scenario assumes 
one patch to be larger than the other one; if the ratio is inverted, 
all conditions are also reversed.

• Harvesting the effectively smaller patch in effective source–source 
dynamics, that is, ℎ ∈ (ℎ1, ℎ2): When crossing ℎ1, harvesting 
effectively turns the initially larger patch A into the smaller 
patch, leading to analogous qualitative behaviours observed when 
harvesting the initially smaller patch. Consequently, the response 
scenarios are perfectly point reflected at ℎ1.

• Harvesting the effectively smaller patch in source–sink dynamics,
i.e., ℎ2 < ℎ: as harvesting is further increased, the harvested patch 
becomes a sink as harvesting reaches the critical harvest threshold 
ℎ2.

3.3. Mechanistic interpretation

The parameter conditions for the five response scenarios are not 
only mathematically compelling but also biologically crucial, as they 
can significantly enhance our understanding of population dynamics in 
spatially fragmented landscapes. To transform these analytical insights 
into effective management strategies, it is essential to provide a biolog-
ical interpretation and a clear explanation of the underlying biological 
mechanisms. In the following, we will explore these mechanisms in 
detail to explain the implications of the model.



F.N. Reurik et al. Theoretical Population Biology 163 (2025) 91–105 
Fig. 6. Harvesting the large patch: the parameter domains for the five response scenarios in (a) discrete time and (b) continuous time. The response scenarios are MB (monotonically 
beneficial), UB (unimodally beneficial), BTD (beneficial turning detrimental), MD (monotonically detrimental) and E (extinction). There are three qualitatively different harvesting 
ranges: Harvesting the effectively larger patch in effective source–source dynamics (ℎ ∈ [0, ℎ1]), Harvesting the effectively smaller patch in effective source–source dynamics 
(ℎ ∈ [ℎ1 , ℎ2]), Harvesting the effectively smaller patch in effective source–sink dynamics (ℎ ∈ [ℎ2 ,∞)). The parameter conditions of the response scenarios in the effective 
source–source scenario are given by Table  2 and in the effective source–sink scenario are given by criteria C1–C4 in Table  1. The effective carrying capacity of the harvested patch 
A becomes equal to the carrying capacity of the protected patch B at ℎ1, where 𝐾Bd

= 𝐾̃Ad
. The parameter values read for (a) 𝑟Ad

= 3, 𝐾Ad
= 60, 𝐾Bd

= 30 and for (b) 𝑟Ac
= 2.67, 

𝐾Ac
= 60, 𝐾Bc

= 30.
Fig. 7. Qualitative behaviour of the asymptotic yield (black) and the asymptotic subpopulation sizes for patch A (red) and patch B (blue) for four different parameter scenarios. 
The yield under isolation, denoted as 𝑌0, is marked with a black dotted line. Parameter values in discrete time as in Fig.  6(a) with (a) increasing yield with 𝑟Bc

= 4 and ℎAd
= 0.4, 

(b) humped-shaped yield with 𝑟Bd
= 1.1, ℎAd

= 0.47 (c) humped-shaped yield leading to zero yield with 𝑟Bd
= 1.4 and ℎAd

= 0.75 and (d) decreasing yield with 𝑟Bc
= 4 and ℎAd

= 0.1. 
The model was simulated for 500 time steps and only the last values are plotted. We chose 𝐾𝐴 and 𝐾𝐵 as initial conditions for subpopulations A and B, respectively.
3.3.1. Harvesting the effectively larger patch
If ℎ ∈ [0, ℎ1], there is a net migration from the larger harvested patch 

A to the smaller protected patch B. Fig.  7(d) shows that as dispersal 
increases, the population size in patch B (blue) increases, while the 
population in patch A (red) decreases. This trend continues until perfect 
mixing is reached, where both patches harbour populations of equal 
size (the yield in Fig.  7 is discussed in Section 4). In ℎ ∈ [0, ℎ1], Fig.  6 
illustrates a shift from the UB to the MB response scenarios and from 
the BTD to the MD response scenario as harvesting increases:

• Shift from BTD to MD: within the BTD response scenario, the 
larger patch has the higher growth rate, so that the larger patch is 
more likely to be overcrowded and benefits from leaving individ-
uals due to dispersal until a certain dispersal threshold is reached. 
Increasing harvesting in patch A leads to smaller effective growth 
in the harvested patch; therefore, the smaller protected patch 
now facilitates the higher growth, leading to overcrowding in the 
protected patch as dispersal brings in additional individuals. So 
that the response scenario shifts from BTD to MD.

• Shift from UB to MB: within the UB response scenario, the larger 
patch has the higher growth rate, and dispersal helps to reduce 
overcrowding in the large patch by moving individuals to the 
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smaller patch. However, high dispersal values may be excessive, 
as a large number of individuals can cause overcrowding within 
the protected patch. Introducing harvesting in the larger patch re-
duces the population size difference between the patches, leading 
to fewer individuals migrating to the smaller patch. As a result, 
the smaller patch does not overcrowd as quickly, expanding the 
range of parameters for the MB response scenario.

3.3.2. Harvesting the effectively smaller patch in source–source dynamics
If ℎ ∈ [ℎ1, ℎ2], there is a net migration from the effectively larger 

protected patch B to the smaller harvested patch A. Fig.  7(a) shows 
that as dispersal increases, the population in patch A (red) grows, while 
the population in the protected patch B (blue) declines. The domains 
of the response scenarios are reversed in contrast to the case when the 
large patch is harvested, resulting in a point reflection. Fig.  6 illustrates 
a shift from MD to BTD and from MB to UB response scenario as 
harvesting increases.

• Shift from MD to BTD: As discussed above, the MD response 
scenario emerges if the smaller patch has a higher intrinsic growth 
rate, so an increase in dispersal results in additional individuals 
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Fig. 8. Parameter domains for the four qualitative behaviours of the asymptotic yield to increasing dispersal in discrete time. With (a) Harvesting the small patch (parameter 
values as in Fig.  5(a)) and (b) Harvesting the large patch (parameter values as in Fig.  6(a)). The effective carrying capacity of the harvested patch A becomes equal to the carrying 
capacity of the protected patch B at ℎ1 where 𝐾Bd

= 𝐾̃Ad
. ℎ2 represents the critical harvesting threshold separating the system in an effective source–source system to the left from 

an effective source–sink system to the right. This diagram is generated numerically with 𝐾Ad
 and 𝐾Bd

 as initial conditions for subpopulations A and B, respectively. The asymptotic 
value of the yield (after 100 time steps) was evaluated for four dispersal values: 𝛿d ∈ {0, 0.0001, 0.499, 0.4991} in order to distinguish between the four qualitative behaviours.
inhabiting the already crowded patch. The introduction of har-
vesting in the effectively smaller patch A with higher intrinsic 
growth reduces the population size and relaxes the crowded 
conditions leading to a shift to the BTD response scenario.

• Shift from MB to UB: In the MB response scenario, the larger 
protected patch B has a higher intrinsic growth. Dispersal helps 
to reduce overcrowding in patch B by moving individuals to the 
smaller patch A. With the introduction of harvesting, patch A 
is reduced, so that the difference in population sizes increases. 
Therefore, the amount of moving individuals increases and high 
dispersal values diminish the beneficial effect on the ATPS due to 
overcrowding in the small harvested patch. As a consequence, the 
system shifts to the UB response scenario.

The increasing parameter domains of the humped-shaped response sce-
narios UB and BTD suggest that, within this range, a specific dispersal 
value between isolation and perfect mixing emerges as the favoured 
option for achieving the most beneficial outcomes.

3.3.3. Harvesting the effectively smaller patch in source–sink dynamics
If ℎ2 < ℎ, there exists a rescue effect of the effective sink whenever 

there is a beneficial response of the ATPS. In the MB response scenario, 
the large growth in patch B is sufficiently strong to offset the decline 
in patch A resulting from harvesting. Conversely, in all other response 
scenarios, large dispersal values consistently diminish the ATPS. The 
weaker the growth in source patch B, the more detrimental the response 
scenario becomes. Generally, a detrimental effect can be named negative 
sink effect, where the ATPS falls below the reference value (ATPS = 𝐾B). 
This implies that, through harvesting, the smaller patch A essentially 
depletes resources from patch B. The weaker source patch B, the more 
unfavourable the outcome for the ATPS. If the intrinsic growth rate of 
source patch B is diminished to such an extent that it cannot balance 
the effective intrinsic growth rate of sink patch A, both populations 
face extinction. Consequently, harvesting solely the smaller patch can 
culminate in complete extinction of both patches.

4. Total asymptotic yield

We will compare the asymptotic yield, 𝑌 ∗(𝑁∗
A) when the patches are 

connected to the asymptotic yield when the patches are isolated. This
reference value is denoted as 𝑌0.

In this Section, we explore the qualitative behaviour of the asymp-
totic yield in response to increasing dispersal when harvesting occurs 
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either in the larger patch or the smaller patch. Since the yield is directly 
proportional to the size of the harvested subpopulation, our focus is on 
the subpopulation sizes rather than the total population size.

Fig.  7 presents the asymptotic subpopulation sizes for the harvested 
patch A (red), the protected patch B (blue), the asymptotic yield (black) 
and the reference value yield at isolation 𝑌0 (black dotted) for four 
parameter scenarios in discrete time (the results for the continuous-time 
system are qualitatively similar). In an effective source–sink environ-
ment, the yield is consistently compared to zero, as without dispersal 
the harvested patch would go extinct, resulting in zero yield. As in Fig. 
3, we classify the yield behaviours into three categories: ‘‘The more 
connectivity the better’’, ‘‘Medium connectivity is best’’ and ‘‘Keep the 
patches isolated’’.

Fig.  7(a, b, c) illustrate scenarios where the harvested patch A is 
smaller than the protected patch B, resulting in net dispersal from 
patch B to patch A. Following from this assumption, we found three 
qualitatively distinct behaviours of the asymptotic yield in response to 
increasing dispersal.

• Increasing yield (see Fig.  7(a)): Patch A’s subpopulation size and 
catch increase monotonically due to positive net dispersal towards 
patch A.

• Humped-shaped yield (see Fig.  7(b)): As harvest intensity increases, 
the effective carrying capacity in patch A decreases, leading to 
a larger population size difference between the patches. Then, 
low dispersal has a high impact on the effectively small patch 
causing a substantial increase. However, as dispersal increases, 
this effect diminishes due to the decreasing of patch B, which 
is unable to compensate for the missing individuals. Then, high 
dispersal eventually even decreases the asymptotic yield.

• Zero yield (see Fig.  7(c)): Patch A and the total population go ex-
tinct at a certain dispersal value, resulting in the catch decreasing 
to zero, which is similar to the Extinction response scenarios of 
the total population size.

Fig.  7(d) shows the scenario in which the harvested patch A has the 
larger carrying capacity, leading to

• Decreasing yield: Due to the net dispersal from patch A to patch B, 
patch A loses individuals through both harvesting and dispersal, 
leading to a monotonic decrease in yield as dispersal increases.

Fig.  8 depicts the parameter domains of the four qualitative be-
haviours of yield to increasing dispersal where (a) the harvested patch 
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has the smaller effective carrying capacity using the same parameter 
values as in Fig.  5(a), and (b) the harvested patch has the larger 
effective carrying capacity using the parameter values as in Fig.  6(a). 
When comparing the parameter domains of the ATPS response scenar-
ios presented in Figs.  5(a) and 6(a) with those of the yield behaviours, it 
becomes apparent that they do not align — for instance, the parameter 
domains for increasing yield and the MB response scenario differ signif-
icantly. The E response scenario and zero yield scenario are a notable 
exception, as an extinct population naturally results in zero yield.

Harvesting the small patch leads to increasing yield, as long as 
the growth in the protected patch is strong and harvesting is modest. 
Strong harvesting and a slowly growing protected patch can lead to 
detrimental effects on the yield if dispersal values are high because the 
protected patch B cannot compensate the loss due to harvesting.

When harvesting the large patch, dispersal has a detrimental effect 
on the asymptotic yield as the net migration flows from the harvested 
patch towards the protected patch. Such that the harvested patch is 
loosing individuals due to dispersal and harvesting. Once the effective 
carrying capacity of patch A is diminished by harvesting to the extent 
that it is equal to the carrying capacity of the protected patch B, the 
dynamics resemble those observed when harvesting the initially smaller 
patch (compare to the ATPS dynamics).

5. Discussion and conclusions

We investigated the impact of increased dispersal between subpop-
ulations, where one population is subjected to proportional harvesting, 
on the total asymptotic population size (ATPS) and the asymptotic 
yield. By integrating proportional harvesting into the growth func-
tion, we define sustainably harvested dynamics as effective source–
source dynamics. In contrast, if overharvesting occurs, the dynamics 
transitions to effective source–sink dynamics.

We extend previous research on the impacts of increased dispersal 
on the asymptotic population size in the absence of harvesting, a 
topic that has received considerable attention in recent years. The 
source–source environment without harvesting has been fully anal-
ysed by Grumbach et al. (2023) in discrete time, who identified four 
response scenarios and showed that there is a correspondence with 
the continuous-time results by Gao and Lou (2022). The source–sink 
dynamics without harvesting has been studied in continuous time 
by Wu et al. (2020) and we extended this research by differentiat-
ing between the monotonically beneficial and unimodally beneficial 
response scenarios. In discrete time, Franco and Ruiz-Herrera (2015) 
observed two of our five response scenarios, namely the beneficial 
turning detrimental and the extinction response scenarios.

We have completed the categorisation and demonstrated that there 
exist five response scenarios in the source–sink case with symmetric 
dispersal. Through a graphical analysis originally introduced by Holt 
(1985) for continuous-time models, we showed that the categorisa-
tion in source–sink dynamics of the discrete-time model shows cor-
respondence to those of the continuous-time model with one notable 
exception: the monotonically detrimental response scenario is absent in 
continuous time. This discrepancy is attributed to differences between 
the Beverton–Holt and logistic growth functions. Although these two 
functions are often considered analogues, their similarity has limita-
tions. The logistic growth function exhibits linear density dependence 
(which does not accurately reflect the growth patterns of most popu-
lations (Sibly et al., 2005)) while the Beverton–Holt function exhibits 
non-linear density-dependence. A more suitable model, in terms of 
analogy to the Beverton–Holt growth function and alignment with real 
data, might be the theta-logistic growth function which allows convex 
or concave density dependencies.

When harvesting is introduced into the dynamics of the two-patch 
model, dispersal is often examined only for specific values, rather than 
across the entire range. For instance, Bravo de la Parra et al. (2023) 
focused on either isolated or strongly connected patches, and Vortkamp 
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Fig. 9. Parameter domains for the qualitative behaviours of the asymptotic total 
population size (on a logarithmic scale) and asymptotic yield in response to increasing 
dispersal in discrete time (results are qualitatively similar in continuous time). Patch 
A is harvested and patch B is protected. The qualitative behaviours are marked by 
the three sketches and named ‘‘The more connectivity the better’’ (blue, solid arrow), 
‘‘Medium connectivity is best’’ (orange, dashed arrow) and ‘‘Keep the patches isolated’’ 
(red, dashed line). If ℎ ∈ [0, ℎ1] the harvested patch A is larger than the protected patch 
B, if ℎ ∈ [ℎ1 , ℎ2] the harvested patch is effectively smaller but acts still as a source and 
if ℎ ∈ [ℎ2 , 1] the harvested patch A becomes a sink (box with a cross).

et al. (2022) chose three distinct dispersal values. In particular in 
experiments, it is not feasible to cover a continuous range of dispersal 
values (Ives et al., 2004; Zhang et al., 2017; Dey et al., 2014; Vortkamp 
et al., 2022). Considering that the strength of dispersal can critically 
determine whether its effect on the ATPS is beneficial or detrimental, 
we examined the full range of dispersal values while varying harvesting 
intensity and the growth rate ratios between patches.

Our findings can be distilled into three key statements on how 
connectivity can affect both ATPS and yield. When comparing the 
parameter domains of the ATPS key statements with those of the yield 
in Fig.  9, a notable misalignment becomes evident. For example, the 
‘‘Keep the patches isolated’’ statement (red) is valid across the entire 
range for yield when harvesting the larger patch, whereas for the ATPS, 
it holds true only under conditions of high growth in the protected 
patch.

1. The more connectivity the better (blue area in Fig.  9)
The only parameter domain where both ATPS and yield mono-
tonically benefit from increased dispersal is when the protected 
patch is both fast growing and larger, with net migration towards 
the harvested patch (i.e., when ℎ ∈ [ℎ1, 1]). In contrast to 
yield, the ATPS needs stronger growth in the protected patch 
to sustain the response scenario. Nevertheless, to maintain this 
response scenario with stronger harvesting, faster growth in 
the protected area is essential for both yield and ATPS. This 
is consistent with literature advocating the protection of fast 
growing patches (i.e., fitness hotspots) to achieve optimal re-
sults (Tuck and Possingham, 1994; Lundberg and Jonzén, 1999; 
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Sanchirico and Wilen, 2001; González-Olivares and Huincahue-
Arcos, 2011). If ℎ ∈ [0, ℎ1] the blue area of the ATPS indicates a 
slowly growing and smaller protected patch, with net migration 
from the harvested patch to the protected patch. The ATPS 
increases with increasing dispersal, but this comes at the expense 
of reduced yield, which decreases as dispersal increases.

2. Medium connectivity is best (orange area in Fig.  9). If the 
protected patch is neither a fitness hotspot (high 𝑟B) nor growing 
slowly (low 𝑟B), medium connectivity leads to the largest ATPS 
in the source–source environment (ℎ ∈ [0, ℎ2]). If the harvested 
patch becomes a sink (ℎ ∈ [ℎ2, 1]), medium dispersal is the best 
option for the ATPS if the growth in the protected patch is above 
a certain threshold.
For yield, medium connectivity is optimal when harvesting is 
high and the protected patch growth is slow. Low dispersal 
helps sustain the harvested patch resulting in positive yield. High 
dispersal places excessive demands on the protected patch’s re-
sources, negatively affecting yield: without any remaining ATPS, 
there will be nothing to harvest.

3. Keep the patches isolated (red area in Fig.  9). In the literature, 
it is well established that the introduction of protected areas 
can reduce extinction risk (Edgar et al., 2014; Geldmann et al., 
2018). Our findings suggest that total extinction is only possible 
above a certain dispersal threshold (see Fig.  3(e)): If there is 
net migration from the protected patch to the harvested patch 
(i.e., ℎ ∈ [ℎ1, 1]), strong dispersal with intensive harvesting in 
one patch can threaten the protected patch’s persistence if the 
harvesting-induced sink is stronger (i.e., negative sink effect). So, 
in these parameter domains it is best to keep the patches isolated 
in terms of the ATPS. However, there is no scenario (within 
ℎ ∈ [ℎ1, 1]) in which low dispersal decreases yield; particularly 
when the harvested patch is rescued, yield only becomes positive 
when the patches are not isolated.
Conversely, when there is net migration from the harvested 
patch to the protected patch (ℎ ∈ [0, ℎ1]), it is always optimal 
to keep the patches isolated in terms of yield, and this is also 
true for ATPS if the protected patch is fast-growing.

Many studies typically assume a priori that there is unidirectional 
flow from the protected patch to the harvested patch, commonly re-
ferred to as spillover (González-Olivares and Huincahue-Arcos, 2011; 
Lundberg and Jonzén, 1999). In contrast, our analysis takes a more gen-
eral approach by assuming symmetric dispersal. Through this frame-
work, we identified conditions under which the desired spillover does 
not occur: specifically, when the protected patch is smaller than the 
harvested patch in terms of effective size. This situation can occur when 
the harvested patch is subject to low harvesting effort and possesses a 
larger carrying capacity.

In conclusion, our study offers insights into how different dispersal, 
harvesting and habitat qualities affect the asymptotic yield and the 
asymptotic total population size within a two-patch model where one 
patch is protected and the other one is harvested proportionally. We 
have discovered that increasing connectivity can serve as a lifeline or 
a route to extinction, depending on the circumstances: In particular, 
fast-growing protected patches can rescue the harvested patch, while 
the combination of strong harvesting pressure and/or slowly growing 
protected populations can lead to the extinction of the total population. 
Additionally, we found that net migration from the protected patch 
to the harvested patch is necessary to ensure positive effects on the 
asymptotic yield. Interestingly, the asymptotic total population size can 
be positively affected by net migration in both directions. However, if 
net migration is directed towards the protected patch, the increase of 
the asymptotic total population size occurs at the cost of reduced yield.
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Appendix A. Discrete time

We provide theoretical results for system (1) in the case of effective 
source–sink dynamics. In what follows, assume 0 < 𝑟̃Ad

≤ 1 < 𝑟Bd
, 

denote R2
+ ∶= [0,+∞)×[0,+∞) and R2

++ ∶= (0,+∞)×(0,+∞), and define

𝛿critd ∶=
(1 − 𝑟Ad

)(𝑟Bd
− 1)

𝑟Ad
+ 𝑟Bd

− 2𝑟Ad
𝑟Bd

.

The following result shows the conditions for a unique positive 
equilibrium of system (1). 

Proposition 1. Assume 0 < 𝑟̃Ad
≤ 1 < 𝑟Bd

. The following holds:

1. If 𝛿d = 0, then (0, 𝐾Bd
) is a fixed point of system (1) such that

lim
𝑡→+∞

(𝑁Ad
(𝑡), 𝑁Bd

(𝑡)) = (0, 𝐾Bd
)

for any initial condition (𝑁Ad
(0), 𝑁Bd

(0)) ∈ R2
+ ⧵ {(0, 0)}.

2. If 𝛿d ∈ (0, 0.5], (1 − 𝛿d)(𝑟Ad
+ 𝑟Bd

) < 2, 𝑟Ad
+ 𝑟Bd

− 2𝑟Ad
𝑟Bd

> 0, 
𝑟Ad

𝑟Bd
< 1, and 𝛿d ≥ 𝛿critd , then the population described by system 

(1) is doomed to extinction, i.e.,
lim

𝑡→+∞
(𝑁Ad

(𝑡), 𝑁Bd
(𝑡)) = (0, 0)

for any initial condition (𝑁Ad
(0), 𝑁Bd

(0)) ∈ R2
+.

3. For all remaining cases, system (1) has a fixed point (𝑁∗
Ad
, 𝑁∗

Bd
) ∈

R2
++ such that
lim

𝑡→+∞
(𝑁Ad

(𝑡), 𝑁Bd
(𝑡)) = (𝑁∗

Ad
, 𝑁∗

Bd
)

for any initial condition (𝑁Ad
(0), 𝑁Bd

(0)) ∈ R2
+ ⧵ {(0, 0)}.

Proof. For 𝛿d = 0, system (1) is an uncoupled system. Since 𝑟Ad
≤ 1, all 

solutions for the first equation of (1) tend to zero, whereas all solutions 
for the second equation of (1) tend to 𝐾Bd

 given that 𝑟𝐵d
> 1. Hence, 

the first statement follows.
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For the second and third statements, following (Kirkland et al., 
2006), we rewrite system (1) as
(

𝑁Ad
(𝑡 + 1)

𝑁Bd
(𝑡 + 1)

)

= 𝑆𝛿d𝛬(𝑁Ad
(𝑡), 𝑁Bd

(𝑡))
(

𝑁Ad
(𝑡)

𝑁Bd
(𝑡)

)

,

where

𝑆𝛿d ∶=
(

1 − 𝛿d 𝛿d
𝛿d 1 − 𝛿d

)

and 𝛬(𝑁Ad
(𝑡), 𝑁Bd

(𝑡)) ∶=
(

𝑓Ad
0

0 𝑓Bd

)

.

We are going to characterise when the inequality 𝜌(𝑆𝛿d𝛬(0, 0)) > 1
holds, where 𝜌(𝑆𝛿d𝛬(0, 0)) denotes the spectral radius of 𝑆𝛿d𝛬(0, 0). Then 
we will invoke (Kirkland et al., 2006, Theorem 2.1) to finish the proof. 
All elements of the matrix 𝑆𝛿d𝛬(0, 0) are positive, so by the Perron–
Frobenius Theorem there exists a simple positive eigenvalue 𝜆 such that 
𝜌(𝑆𝛿d𝛬(0, 0)) = 𝜆. Therefore, we have that

𝑢2 − 4𝑣 > 0 and 𝜌(𝑆𝛿d𝛬(0, 0)) =
𝑢 +

√

𝑢2 − 4𝑣
2

,

where 𝑢 = (1 − 𝛿d)(𝑟Ad
+ 𝑟Bd

) and 𝑣 = (1 − 2𝛿d)𝑟Ad
𝑟Bd

 are the 
coefficients of the characteristic polynomial of the matrix 𝑆𝛿d𝛬(0, 0). 
It is straightforward that 𝜌(𝑆𝛿d𝛬(0, 0)) > 1 if 𝑢 ≥ 2.

For the case 𝑢 < 2, we have that 

𝜌(𝑆𝛿d𝛬(0, 0)) > 1 ⇔
𝑢 +

√

𝑢2 − 4𝑣
2

> 1 ⇔ 𝑢2 − 4𝑣 > (2 − 𝑢)2 ⇔ 𝑢 − 𝑣 > 1

⇔ (1 − 𝛿d)(𝑟Ad
+ 𝑟Bd

) − (1 − 2𝛿d)𝑟Ad
𝑟Bd

> 1

⇔ 𝑟̃Ad
+ 𝑟Bd

− 𝑟̃Ad
𝑟Bd

− 1 > 𝛿d(𝑟Ad
+ 𝑟Bd

− 2𝑟Ad
𝑟Bd

)

⇔ (𝑟Bd
− 1)(1 − 𝑟Ad

) > 𝛿d(𝑟̃Ad
+ 𝑟Bd

− 2𝑟̃Ad
𝑟Bd

). (A.1)

Assume 𝑟Ad
≠ 1 and 𝑟Ad

+ 𝑟Bd
− 2𝑟Ad

𝑟Bd
> 0. We distinguish two 

subcases. If 𝑟Ad
𝑟Bd

≥ 1, then condition (A.1) holds:
(𝑟Bd

− 1)(1 − 𝑟Ad
) = 𝑟Ad

+ 𝑟Bd
− 𝑟̃Ad

𝑟Bd
− 1

= 𝑟Ad
+ 𝑟Bd

− 2𝑟̃Ad
𝑟Bd

+ 𝑟Ad
𝑟Bd

− 1

≥ 𝑟Ad
+ 𝑟Bd

− 2𝑟̃Ad
𝑟Bd

> 𝛿d(𝑟Ad
+ 𝑟Bd

− 2𝑟Ad
𝑟Bd

).

If ̃𝑟Ad
𝑟Bd

< 1, then it is straightforward that condition (A.1) holds if and 
only if 𝛿d < 𝛿critd .

Finally, for the cases ̃𝑟Ad
= 1 or ̃𝑟Ad

+𝑟Bd
−2𝑟Ad

𝑟Bd
≤ 0, condition (A.1) 

is trivially met. Note that these two cases cannot occur simultaneously. 
For the first case, 𝑟Ad

𝑟Bd
= 𝑟Bd

> 1. For the second case, it is routine 
to check that the infimum of the function 𝑥𝑦 subject to the constraints 
0 < 𝑥 ≤ 1 < 𝑦 and 𝑥 + 𝑦 − 2𝑥𝑦 ≤ 0 equals 1 and is obtained for 𝑥 = 1
and 𝑦 → 1. Hence, 𝑟Ad

+ 𝑟Bd
− 2𝑟̃Ad

𝑟Bd
≤ 0 implies 𝑟Ad

𝑟Bd
> 1. This 

completes the proof, and the statement follows from Kirkland et al. 
(2006, Theorem 2.1). □

Corollary 1. Assume 0 < 𝑟𝐴d
≤ 1 < 𝑟𝐵d

. The population described by 
system (1) goes extinct in the long run if and only if 𝑟Ad

+ 𝑟Bd
≤ 2 and 

𝛿d ≥ 𝛿critd .

Proof. By Proposition  1, the population goes extinct if and only if 
(1− 𝛿d)(𝑟Ad

+ 𝑟Bd
) < 2, 𝑟̃Ad

+ 𝑟Bd
−2𝑟Ad

𝑟Bd
> 0, 𝑟Ad

𝑟Bd
< 1, and 𝛿d ≥ 𝛿critd . 

From the latter condition, it must be 𝛿critd ≤ 0.5, which is equivalent to 
𝑟Ad

+𝑟Bd
≤ 2. In particular, this implies (1−𝛿d)(𝑟Ad

+𝑟Bd
) < 2. Moreover, 

it is routine to check that the infimum of the function 𝑥+𝑦−2𝑥𝑦 and the 
supremum of the function 𝑥𝑦 under the constraints 0 < 𝑥 ≤ 1 < 𝑦 and 
𝑥 + 𝑦 ≤ 2 are 0 and 1, respectively, and the two of them are obtained 
for 𝑥 = 1 and 𝑦 → 1. Hence, the condition 𝑟Ad

+ 𝑟Bd
≤ 2 also guarantees 

𝑟Ad
+ 𝑟Bd

− 2𝑟Ad
𝑟Bd

> 0 and 𝑟Ad
𝑟Bd

< 1, and the statement follows. □

In what follows, when it exists, we make explicit the dependence of 
the fixed point of system (1) on the dispersal rate, by writing this point 
in the form (𝑁∗

Ad
(𝛿d), 𝑁∗

Bd
(𝛿d)). By Corollary  1, the function 𝐻 ∶𝐷 → R

given by
𝐻(𝛿 ) ∶= 𝑁∗ (𝛿 ) +𝑁∗ (𝛿 ) −𝐾 ,
d Ad d Bd d Bd
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where

𝐷 =

{

[0, 0.5] if 𝑟Ad
+ 𝑟Bd

> 2,

[0, 𝛿critd ) if 𝑟Ad
+ 𝑟Bd

≤ 2, 
is well defined. In what follows, 𝐷̊ will denote the interior of D. Clearly, 
𝐻 vanishes at 𝛿d = 0. The following results show that 𝐻 can have at 
most another zero given by the expression 

𝛿†d ∶=
𝐾̃Ad

(𝐾̃Ad
−𝐾Bd

)(1 − 𝑟Ad
)(𝑟Bd

− 1)(𝑟Ad
𝑟Bd

− 1)
𝑃

, (A.2)

with

𝑃 ∶= (𝐾̃Ad
𝑟̃Ad

(𝑟Bd
−1) −𝐾Bd

(1 − 𝑟Ad
))(𝐾̃Ad

(1 + 𝑟Bd
−2𝑟Ad

𝑟Bd
) −𝐾Bd

(1 − 𝑟̃Ad
)𝑟Bd

).

Proposition 2. Assume 0 < 𝑟̃Ad
≤ 1 < 𝑟Bd

. If 𝑃 = 0 or 𝛿†d ∉ 𝐷, then 𝐻
has a unique zero, 𝛿d = 0. Otherwise, 𝐻 has two zeros, which are 𝛿d = 0
and 𝛿d = 𝛿†d .

Proof. Assume 𝐻(𝛿d) = 0 for 𝛿d ∈ [0, 0.5]. We have that 𝑁∗
Ad
(𝛿d) and 

𝑁∗
Bd
(𝛿d) are given by the system of equations 

{

𝑁∗
Ad
(𝛿d) = (1 − 𝛿d)𝑓Ad

(𝑁∗
Ad
(𝛿d)) + 𝛿d𝑓Bd

(𝑁∗
Bd
(𝛿d)),

𝑁∗
Bd
(𝛿d) = 𝛿d𝑓Ad

(𝑁∗
Ad
(𝛿d)) + (1 − 𝛿d)𝑓Bd

(𝑁∗
Bd
(𝛿d)),

(A.3)

and by adding these equations we obtain
𝑁∗

Ad
(𝛿d) +𝑁∗

Bd
(𝛿d) = 𝑓Ad

(𝑁∗
Ad
(𝛿d)) + 𝑓Bd

(𝑁∗
Bd
(𝛿d)).

From the assumption 𝐻(𝛿d) = 0, we obtain 
𝑁∗

Ad
(𝛿d) +𝑁∗

Bd
(𝛿d) = 𝐾Bd

. (A.4)

Therefore, 𝑁∗
Ad
(𝛿d) and 𝑁∗

Bd
(𝛿d) are solutions of the system 

{

𝑁∗
Ad
(𝛿d) +𝑁∗

Bd
(𝛿d) = 𝑓Ad

(𝑁∗
Ad
(𝛿d)) + 𝑓Bd

(𝑁∗
Bd
(𝛿d)),

𝑁∗
Ad
(𝛿d) +𝑁∗

Bd
(𝛿d) = 𝐾Bd

.
(A.5)

System (A.5) has at most two solutions, which are
(𝑁∗

Ad
(𝛿d), 𝑁∗

Bd
(𝛿d)) = (0, 𝐾Bd

) and

(𝑁∗
Ad
(𝛿d), 𝑁∗

Bd
(𝛿d)) =

(

𝐾̃Ad
𝐾Bd

(𝑟Ad
𝑟Bd

− 1)
𝑄

,
𝐾Bd

(𝐾̃Ad
−𝐾Bd

)(1 − 𝑟Ad
)

𝑄

)

,

where 𝑄 = 𝐾̃Ad
𝑟Ad

(𝑟Bd
− 1) − 𝐾Bd

(1 − 𝑟Ad
). Moreover, from the first 

equation of (A.3) and system (A.5), we obtain
(𝐾Bd

− 2𝑓Ad
(𝑁∗

Ad
(𝛿d)))𝛿d = 𝑁∗

Ad
(𝛿d) − 𝑓Ad

(𝑁∗
Ad
(𝛿d)).

If we substitute 𝑁∗
Ad
(𝛿d) = 0 into the previous equality, we obtain 

𝛿d = 0, and if we substitute 𝑁∗
Ad
(𝛿d) =

𝐾̃Ad𝐾Bd (𝑟Ad 𝑟Bd−1)
𝑄 , we obtain

𝑃𝛿d = 𝐾̃Ad
(𝐾̃Ad

−𝐾Bd
)(1 − 𝑟Ad

)(𝑟Bd
− 1)(𝑟Ad

𝑟Bd
− 1).

If 𝑃 = 0, the previous equality is inconsistent and thus 𝛿d = 0 is the 
unique zero of 𝐻 . Otherwise, we obtain 𝛿d = 𝛿†d , which is another zero 
of 𝐻 if 𝛿†d ∈ 𝐷. □

The situation described in Proposition  2 can be observed in Fig.  3. 
Panel (c) corresponds to the cases in which 𝑃 ≠ 0 and 𝛿†d ∈ 𝐷, for 
which the graph crosses the horizontal line ATPS0 at the abscissa 𝛿†d . 
The remaining panels correspond to situations in which either 𝑃 = 0 or 
𝛿†d ∉ 𝐷, for which the graph is always either above or below ATPS0.

Next, we calculate the derivative 𝐻 ′(0+).

Proposition 3. Assume 0 < 𝑟̃Ad
< 1 < 𝑟Bd

. Then,

𝐻 ′(0+) =
(𝑟Ad

𝑟Bd
− 1)𝐾Bd

(1 − 𝑟Ad
)(𝑟Bd

− 1)
.

Proof. We recall that 𝑁∗
Ad
(𝛿d) and 𝑁∗

Bd
(𝛿d) are implicitly defined by sys-

tem (A.3). Consider the function 𝐹 ∶R3 → R2 given by 𝐹 (𝛿 , 𝑁̄ , 𝑁̄ ) =
d A B
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(𝐹1(𝛿d, 𝑁̄A, 𝑁̄B), 𝐹2(𝛿d, 𝑁̄A, 𝑁̄B)), with
𝐹1(𝛿d, 𝑁̄A, 𝑁̄B) = (1 − 𝛿d)𝑓Ad

(𝑁̄A) + 𝛿d𝑓Bd
(𝑁̄B) − 𝑁̄A,

𝐹2(𝛿d, 𝑁̄A, 𝑁̄B) = 𝛿d𝑓Ad
(𝑁̄A) + (1 − 𝛿d)𝑓Bd

(𝑁̄B) − 𝑁̄B.

To prove that (𝑁∗
Ad
)′(0+) and (𝑁∗

Bd
)′(0+) are finite, we apply the Implicit 

Function Theorem to the system 𝐹 (𝛿d, 𝑁̄A, 𝑁̄B) = (0, 0) around the point 
(0, 𝑁∗

Ad
(0), 𝑁∗

Bd
(0)) = (0, 0, 𝐾Bd

). Since 𝑓 ′
Ad
(0) = 𝑟Ad

 and 𝑓 ′
Bd
(𝐾Bd

) = 1
𝑟B
, 

we have that
|

|

|

|

|

|

|

𝜕𝐹1
𝜕𝑁̄A

𝜕𝐹1
𝜕𝑁̄B

𝜕𝐹2
𝜕𝑁̄A

𝜕𝐹2
𝜕𝑁̄B

|

|

|

|

|

|

||(0,0,𝐾Bd )

=
|

|

|

|

|

|

𝑟Ad
− 1 0
0 1−𝑟B

𝑟B

|

|

|

|

|

|

≠ 0.

This proves that there exists 𝜁 > 0 such that the system 𝐹 (𝛿d, 𝑁̄A, 𝑁̄B) =
(0, 0) defines two differentiable functions 𝑁̄A(𝛿d) and 𝑁̄B(𝛿d) for 𝛿d ∈
(−𝜁, 𝜁 ). Clearly, if 𝛿d ∈ [0, 𝜁 ), the point (𝑁̄A(𝛿d), 𝑁̄B(𝛿d)) is a fixed point 
of system (1). By Proposition  1, we conclude that 𝑁̄A(𝛿d) = 𝑁∗

Ad
(𝛿d) and 

𝑁̄B(𝛿d) = 𝑁∗
Bd
(𝛿d) for 𝛿d ∈ [0, 𝜁 ), which proves that (𝑁∗

Ad
)′(0+) = 𝑁̄ ′

A(0)
and (𝑁∗

Bd
)′(0+) = 𝑁̄ ′

B(0) are finite.
By differentiating with respect to 𝛿d in system (A.3) and taking 

𝛿d → 0+ we arrive at
{

(𝑁∗
Ad
)′(0+) = −𝑓Ad

(𝑁∗
Ad
(0)) + 𝑓 ′

Ad
(𝑁∗

Ad
(0))(𝑁∗

Ad
)′(0+) + 𝑓Bd

(𝑁∗
Bd
(0)),

(𝑁∗
Bd
)′(0+) = 𝑓Ad

(𝑁∗
Ad
(0)) − 𝑓Bd

(𝑁∗
Bd
(0)) + 𝑓 ′

Bd
(𝑁∗

Bd
(0))(𝑁∗

Bd
)′(0+).

Since 𝑓Ad
(𝑁∗

Ad
(0)) = 0, 𝑓Bd

(𝑁∗
Bd
(0)) = 𝐾Bd

, 𝑓 ′
Ad
(𝑁∗

Ad
(0)) = 𝑟Ad

, and 
𝑓 ′
Bd
(𝑁∗

Bd
(0)) = 1

𝑟Bd
, we obtain

⎧

⎪

⎨

⎪

⎩

(𝑁∗
Ad
)′(0+) =

𝐾Bd
1−𝑟Ad

,

(𝑁∗
Bd
)′(0+) = −

𝑟Bd𝐾Bd
𝑟Bd−1

.

Thus,

𝐻 ′(0+) = (𝑁∗
Ad
)′(0+) + (𝑁∗

Bd
)′(0+) =

(𝑟̃Ad
𝑟Bd

− 1)𝐾Bd

(1 − 𝑟̃Ad
)(𝑟Bd

− 1)
. □

Now, we study how 𝐻 varies with the dispersal rate. Define
𝐴 ∶= (𝐾̃Ad

√

𝑟Ad
(𝑟Bd

− 1) +𝐾Bd
(𝑟Ad

− 1)
√

𝑟Bd
)(𝑟Bd

− 1),

𝐵 ∶= 𝐾Bd
(2𝐾̃Ad

√

𝑟Ad
− (𝐾̃Ad

−𝐾Bd
+ (𝐾̃Ad

+𝐾Bd
)𝑟Ad

)
√

𝑟Bd
)(𝑟Bd

− 1),

𝐶 ∶= 𝐾̃Ad
𝐾2

Bd
(
√

𝑟̃Ad
− (1 + 𝑟Ad

)
√

𝑟Bd
+
√

𝑟̃Ad
𝑟Bd

).

Lemma 1. Assume 0 < 𝑟̃Ad
< 1 < 𝑟Bd

. Then, the equation 𝐴𝑥2+𝐵𝑥+𝐶 = 0
has two simple real roots.

Proof. To simplify the calculations, we define 𝑀̃Ad
∶= 𝐾̃Ad

∕(𝑟Ad
−1) and 

𝑀Bd
∶= 𝐾Bd

∕(𝑟Bd
− 1). It is straightforward that 𝑀̃Ad

> 0 and 𝑀Bd
> 0. 

Consider the terms
𝑎 ∶= 𝐴

(𝑟Ad
− 1)2(𝑟Bd

− 1)
= 𝑀̃Ad

√

𝑟Ad
+𝑀Bd

√

𝑟Bd
,

𝑏 ∶= 𝐵
(𝑟Ad

− 1)2(𝑟Bd
− 1)

= 𝑀̃2
Ad

√

𝑟Ad
(1 − 𝑟Ad

) + 𝑀̃Ad
𝑀Bd

(

√

𝑟Bd
−
√

𝑟Ad
+
√

𝑟Bd
(1 −

√

𝑟Ad
𝑟Bd

)
)

,

𝑐 ∶= 𝐶
(𝑟Ad

− 1)2(𝑟Bd
− 1)

= 𝑀̃2
Ad
𝑀Bd

(
√

𝑟Ad
−
√

𝑟Bd
)(
√

𝑟Ad
𝑟Bd

− 1).

The result follows from the fact that the discriminant of the equation 
𝑎𝑥2 + 𝑏𝑥 + 𝑐 = 0 is positive,
𝑏2 − 4𝑎𝑐 = 𝑀̃2

Ad
𝑟Ad

(𝑀̃2
Ad
(𝑟Ad

− 1)2 +𝑀2
Bd
(𝑟Bd

− 1)2

+2𝑀̃Ad
𝑀Bd

((
√

𝑟Ad
−
√

𝑟Bd
)2 + (

√

𝑟̃Ad
𝑟Bd

− 1)2)). □

By using Lemma  1, denote by 𝑥∗ the largest root of the equation 
𝐴𝑥2 + 𝐵𝑥 + 𝐶 = 0, and define

𝑦∗ ∶=
𝐾Bd

(𝐾̃Ad
(√𝑟Bd

−
√

𝑟Ad
) + (𝑟Ad

− 1)√𝑟Bd
𝑥∗)

̃ √
.

𝐾Ad
𝑟̃Ad

(𝑟Bd
− 1)
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Proposition 4. Assume 0 < 𝑟Ad
< 1 < 𝑟Bd

. Then, 𝑓Ad
(𝑥∗) ≠ 𝑓Bd

(𝑦∗), and 
if we define

𝛿maxd ∶=
𝑦∗ − 𝑓Bd

(𝑦∗)

𝑓Ad
(𝑥∗) − 𝑓Bd

(𝑦∗)
,

then the following holds:
1. If 𝛿maxd ∉ 𝐷̊, then 𝐻 is strictly monotonic in 𝐷.
2. If 𝛿maxd ∈ 𝐷̊, then 𝐻 is strictly increasing in [0, 𝛿maxd ) and strictly 
decreasing in 𝐷 ⧵ [0, 𝛿maxd ).

Proof. Assume that 𝐻 ′(𝛿d) = 0 for 𝛿d ∈ 𝐷̊. From the expression of 
𝐻 , this is equivalent to (𝑁∗

Ad
)′(𝛿d) + (𝑁∗

Bd
)′(𝛿d) = 0. By adding the two 

equations in system (A.3) and differentiating with respect to 𝛿d, we 
obtain 

(𝑁∗
Ad
)′(𝛿d)+(𝑁∗

Bd
)′(𝛿d) = 𝑓 ′

Ad
(𝑁∗

Ad
(𝛿d))(𝑁∗

Ad
)′(𝛿d)+𝑓 ′

Bd
(𝑁∗

Bd
(𝛿d))(𝑁∗

Bd
)′(𝛿d),

(A.6)

which after substituting (𝑁∗
Bd
)′(𝛿d) = −(𝑁∗

Ad
)′(𝛿d) leads to

(𝑓 ′
Ad
(𝑁∗

Ad
(𝛿d)) − 𝑓 ′

Bd
(𝑁∗

Bd
(𝛿d))) ⋅ (𝑁∗

Ad
)′(𝛿d) = 0.

Suppose (𝑁∗
Ad
)′(𝛿d) = 0. Then, (𝑁∗

Bd
)′(𝛿d) = 0. Substitution into the 

system obtained from differentiating (A.3) with respect to 𝛿d gives 
𝑓Ad

(𝑁∗
Ad
(𝛿d)) = 𝑓Bd

(𝑁∗
Bd
(𝛿d)). If we impose this condition, then system 

(A.3) reads
{

𝑁∗
Ad
(𝛿d) = 𝑓Ad

(𝑁∗
Ad
(𝛿d)),

𝑁∗
Bd
(𝛿d) = 𝑓Bd

(𝑁∗
Bd
(𝛿d)),

and therefore 𝑁∗
Ad
(𝛿d) = 0 and 𝑁∗

Bd
(𝛿d) = 𝐾Bd

. The latter is absurd 
because, by Proposition  1, necessarily 𝛿d = 0, and we are seeking sta-
tionary points of 𝐻 in the interior of its domain. Hence, 𝑓 ′

Ad
(𝑁∗

Ad
(𝛿d)) =

𝑓 ′
Bd
(𝑁∗

Bd
(𝛿d)), which is equivalent to 

𝑁∗
Bd
(𝛿d) =

𝐾Bd
(𝐾̃Ad

(√𝑟Bd
−
√

𝑟Ad
) + (𝑟Ad

− 1)√𝑟Bd
𝑁∗

Ad
(𝛿d))

𝐾̃Ad

√

𝑟Ad
(𝑟Bd

− 1)
. (A.7)

The sum of the equations in (A.3) yields
𝑁∗

Ad
(𝛿d) +𝑁∗

Bd
(𝛿d) = 𝑓Ad

(𝑁∗
Ad
(𝛿d)) + 𝑓Bd

(𝑁∗
Bd
(𝛿d)),

which is equivalent to 
𝐴(𝑁∗

Ad
(𝛿d))2 + 𝐵𝑁∗

Ad
(𝛿d) + 𝐶 = 0 (A.8)

after substituting the value of 𝑁∗
Bd
(𝛿d) in (A.7). Hence, 𝑁∗

Ad
(𝛿d) is one 

of the roots stated in Lemma  1. We now distinguish three cases.
(a) Assume 𝑟Ad

𝑟Bd
< 1. In this case, under the assumptions in the 

statement, 𝐴, 𝐵 and 𝐶 are positive, and thus the two roots of 
the equation 𝐴𝑥2 + 𝐵𝑥 + 𝐶 = 0 are negative. Hence, 𝐻 has no 
stationary points in the interior of its domain.

(b) Assume 𝑟Ad
𝑟Bd

= 1. In this case, under the assumptions in the 
statement, 𝐴 > 0, 𝐵 > 0 and 𝐶 = 0, and thus the two roots of 
𝐴𝑥2 + 𝐵𝑥 + 𝐶 are −𝐵∕𝐴 < 0 and 0. Hence, 𝑁∗

Ad
(𝛿d) = 0, and by 

Proposition  1 necessarily 𝛿d = 0. This proves that in this case 𝐻
neither has stationary points in the interior of its domain.

(c) Assume ̃𝑟Ad
𝑟Bd

> 1. Under the assumptions in the statement, 𝐴 > 0
and 𝐶 < 0, and therefore the two roots of 𝐴𝑥2 + 𝐵𝑥 + 𝐶 = 0 are 
nonzero and have different signs. This implies 𝑁∗

Ad
(𝛿d) = 𝑥∗ > 0. 

Notice that, under the assumptions in the statement, 𝑦∗ > 0 if 
𝑥∗ > 0. This, together with Eq. (A.7), yields 𝑁∗

Bd
(𝛿d) = 𝑦∗ > 0. 

Moreover, we have seen that necessarily 𝑓𝐴(𝑥∗) ≠ 𝑓𝐵(𝑦∗), and thus 
𝛿maxd  is well defined. For all the above, 𝐻 has stationary points 
in the interior of its domain if and only if
(𝑁∗ (𝛿 ), 𝑁∗ (𝛿 )) = (𝑥∗, 𝑦∗)
Ad d Bd d
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for some 𝛿d ∈ 𝐷̊. This is equivalent to say that (𝑥∗, 𝑦∗) satisfies 
system (A.3) for some 𝛿d ∈ 𝐷̊, i.e., 
{

𝑥∗ = (1 − 𝛿d)𝑓Ad
(𝑥∗) + 𝛿d𝑓Bd

(𝑦∗),
𝑦∗ = 𝛿d𝑓Ad

(𝑥∗) + (1 − 𝛿d)𝑓Bd
(𝑦∗).

(A.9)

The sum of these two equalities is
𝑥∗ + 𝑦∗ = 𝑓Ad

(𝑥∗) + 𝑓Bd
(𝑦∗),

which is met by the construction done above. Hence, it is enough 
to impose any of the two equalities in (A.9). If we focus on the 
second of them, we can rewrite it in the form
(𝑓Ad

(𝑥∗) − 𝑓Bd
(𝑦∗))𝛿d = 𝑦∗ − 𝑓Ad

(𝑦∗),

which is equivalent to 𝛿d = 𝛿maxd . Hence, if 𝛿maxd ∉ 𝐷̊, then 
(𝑥∗, 𝑦∗) does not satisfy (A.3) for any 𝛿d ∈ 𝐷̊. Consequently, 𝐻
has no stationary points in the interior of its domain and is strictly 
monotonic in 𝐷, which proves the first statement.
Assume now 𝛿maxd ∈ 𝐷̊. In that case, (𝑥∗, 𝑦∗) satisfies (A.3) only 
for 𝛿d = 𝛿maxd , and thus 𝐻 has this point as the only stationary 
point in the interior of its domain. To study the monotonicity of 
𝐻 on either side of that point, we study the sign of the second 
derivative of 𝐻 at it. By differentiating (A.6) with respect to 𝛿d
and substituting 𝛿d = 𝛿maxd , we obtain

(𝑁∗
Ad
)′′(𝛿maxd ) + (𝑁∗

Bd
)′′(𝛿maxd ) =

(𝑁∗
Ad
)′′(𝛿maxd )𝑓

′
Ad
(𝑥∗) + (𝑁∗

Bd
)′′(𝛿maxd )𝑓

′
Bd
(𝑦∗)

+((𝑁∗
Ad
)′(𝛿maxd ))

2𝑓 ′′
Ad
(𝑥∗) + ((𝑁∗

Bd
)′(𝛿maxd ))

2𝑓 ′′
Bd
(𝑦∗).

We have seen that 𝑓 ′
Bd
(𝑦∗) = 𝑓 ′

Ad
(𝑥∗) and (𝑁∗

Bd
)′(𝛿maxd ) =

−(𝑁∗
Ad
)′(𝛿maxd ), and thus

(1 − 𝑓 ′
Ad
(𝑥∗))𝐻 ′′(𝛿maxd ) = ((𝑁∗

Ad
)′(𝛿maxd ))

2(𝑓 ′′
Ad
(𝑥∗) + 𝑓 ′′

Bd
(𝑦∗)).

Since 𝑓 ′′
Ad
(𝑥) < 0 and 𝑓 ′′

Bd
(𝑦) < 0 for all (𝑥, 𝑦) ∈ R2

+, we have that

𝐻 ′′(𝛿maxd ) < 0 ⟺ 1 − 𝑓 ′
Ad
(𝑥∗) > 0 ⟺ 𝑥∗ >

𝐾̃Ad
(
√

𝑟̃Ad
− 1)

𝑟Ad
− 1

,

which is true since 𝐾̃Ad
< 0 and 𝑟Ad

< 1. Therefore, 𝛿d = 𝛿maxd  is a 
local maximum of 𝐻 . Since it is the unique stationary point in the 
interior of its domain, it is the global maximum and, moreover, 
𝐻 is strictly increasing in [0, 𝛿maxd ) and strictly decreasing in 
𝐷 ⧵ [0, 𝛿maxd ), which proves the second statement. □

Fig.  3 illustrates the situations described in Proposition  4. Panels (a), 
(d) and (e) correspond to the first case in Proposition  4, for which the 
graph is monotonic, either increasing or decreasing. Panels (b) and (c) 
correspond to the second case, for which the ATPS reaches a maximum 
at the abscissa 𝛿maxd .

Appendix B. Continuous time

In the following, we revise system (3.2) of Wu et al. (2020) to align 
it with our system (2) in the effective source–sink case. For consistency, 
we begin with the original notation from Wu et al. (2020). Their system 
(3.2) is a source–sink model and reads
𝑑𝑁1
𝑑𝑡

= 𝑟1𝑁1(1 −
𝑁1
𝐾1

) +𝐷(𝑁2 − 𝑠𝑁1),

𝑑𝑁2
𝑑𝑡

= 𝑟̄2𝑁2(−1 −
𝑁2
𝐾2

) +𝐷(𝑠𝑁1 −𝑁2),

where 𝑁1, 𝑁2 denote the subpopulation sizes, 𝑟1, 𝑟̄2 > 0 represent the 
intrinsic growth rates and 𝐾1, 𝐾2 > 0 are the carrying capacities in 
patches 1 and 2, respectively. Parameter 𝐷 represents the dispersal rate 
and 𝑠 the dispersal asymmetry.

In our work, we use a different notation, but the models correspond 
to each other as follows. We denote the dispersal rate as 𝛿 = 𝐷 and set 
c
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𝑠 equal to one. Their source population 𝑁1 corresponds to our source 
population 𝑁B in system (2) with 𝑟1 = 𝑟Bc

> 0, 𝐾1 = 𝐾Bc
> 0. Their 

sink population 𝑁2 corresponds to our effective sink population 𝑁A in 
system (2) with 𝑟̄2 = |𝑟Ac

|, 𝑟Ac
< 0 and 𝐾2 = |𝐾̃Ac

|, 𝐾̃Ac
< 0.

B.1. Stability of equilibria

We rewrite Proposition 5.5 from Wu et al. (2020) in our notation 
to address the stability of the equilibria. We denote 𝛿critc = 𝑟B|𝑟̃A|

|𝑟A|−𝑟B
, 

R2
+ ∶= [0,+∞) × [0,+∞) and R2

++ ∶= (0,+∞) × (0,+∞).
Proposition 5.5 (Wu et al., 2020). Let 𝛿c > 0.

(i) Assume |𝑟Ac
| ≤ 𝑟Bc

, or |𝑟Ac
| > 𝑟Bc

, 𝛿c < 𝛿critc . System (2) 
has a unique positive equilibrium (𝑁∗

A, 𝑁
∗
B), which is globally 

asymptotically stable in R2
++.

(ii) Assume |𝑟Ac
| > 𝑟Bc

 and 𝛿c ≥ 𝛿critc . System (2) has no positive 
equilibrium, and the extinction equilibrium (𝑁∗

A, 𝑁
∗
B) = (0, 0) is 

globally asymptotically stable in R2
+.

B.2. Response scenarios

Proposition 5.11 in Wu et al. (2020) categorises five cases how 
increasing dispersal affects the ATPS in the presence of asymmetric 
dispersal. We rewrite the proposition using our notation and align their 
cases with our response scenarios, adding comments on each of the 
cases in italic. Cases (ii) and (iii) are not attainable in our model with 
symmetric dispersal, and thus we have excluded them. Denote the ATPS 
at perfect mixing as ATPS∞, at zero dispersal as ATPS0 and between 
isolation and perfect mixing as ATPSc.

Proposition 5.11 (Wu et al., 2020). Assume 𝛿c > 0.

(i) Let |𝑟Ac
| > 𝑟Bc

. Then ATPSc < ATPS0. If 𝛿c < 𝛿critc , then ATPS∞ >
0. If 𝛿c ≥ 𝛿critc , then ATPS∞ = 0.
This case corresponds to the extinction response scenario (see
Fig.  3(e)).

(iv) Let 𝑟Bc
> |𝑟Ac

|, 𝐾̃Ac (𝑟Bc−|𝑟Ac |)
|𝑟Ac |(𝐾̃Ac+𝐾Bc )

< 1. There is 𝛿†c > 0 such that
ATPSc > ATPS0 as 𝛿c < 𝛿†c , while ATPSc < ATPS0 as 𝛿c < 𝛿†c  with 
ATPS∞ > 0.
This case corresponds to the beneficial turning detrimental response 
scenario (see Fig.  3(c)).

(v) Let 𝑟Bc
> |𝑟̃Ac

|, 𝐾̃Ac (𝑟Bc−|𝑟̃Ac |)
|𝑟̃Ac |(𝐾̃Ac+𝐾Bc )

≥ 1. Then, ATPSc > ATPS0. 

Moreover, ATPS∞ > ATPS0 as 
𝐾̃Ac (𝑟Bc−|𝑟Ac |)
|𝑟Ac |(𝐾̃Ac+𝐾Bc )

> 1, ATPS∞ = ATPS0
as 𝐾̃Ac (𝑟Bc−|𝑟̃Ac |)

|𝑟̃Ac |(𝐾̃Ac+𝐾Bc )
= 1.

This case corresponds to both the unimodally beneficial and monoton-
ically beneficial response scenarios (see Fig.  3(a,b)).
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